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ABSTRACT

False Alarm is one kind of faulty measuring process which can cre-
ate unusual intervention over healthcare personnel. In our paper,
we proposed an Adapting and Intelligent approach to help detect-
ing false alarm in WBSN (Wireless Body Sensor Network). The
practical implementation of our work is able to explore the chal-
lenges over our false alarm detection architecture. Our system is
able to detect the false alarm thats occurred in the patient monitor-
ing sensor data transmission and also have capability to minimize
this faulty measure. Moreover, our approach over false alarm de-
tection afforded by WBSN can improve the primitive patient mon-
itoring system as well as the quality of wireless based healthcare
service. We proposed two approaches for detection false alarm in
the wireless body sensor network. One is MD (Mahalanobis Dis-
tance) and another is Dynamic Threshold Calculation method.

Keywords

False Alarm, WBSN (Wireless Body Sensor Network), MD, Dy-
namic Threshold, Truetime.

1. INTRODUCTION

Wireless Sensor Network (WSN) includes a number of battery
powered sensor nodes, endowed with physical sensing capabili-
ties, limited processing and memory, and short range radio com-
munication. This sensor networks are used in numerous appli-
cation domain. The sensing nodes have a sensing device that
acquires data from the physical environment. It also has a pro-
cessing subsystem for local data processing and storage and a
wireless communication module. This is one kind of distributed
wireless sensor networks not only energy but also processing
constraints. In todays advanced world most of the low power
hardware architecture and also most communication protocols
are expressed the use of WSNs in various high data intensive
applications. In wireless sensing and networking technologies,
these types of progression for variant applications are obviously
the key enablers for the effective integration of physical as well
as cyber worlds. As an application, we can use wireless sen-
sor network in the medical domain, which can develop the ar-
rangements [6] as well as the management of healthcare services.
The resource constrained devices are small enough as a wireless
medical sensor, its also capable of collecting variant physiologi-
cal parameters, like; Heart Rate (HR), Pulse, Oxygen Saturation
(Sp02), Respiration and Blood Pressure (BP). These types of
sensed data can provide a number of information which are valu-
able for doctors, nurse and also for particular care givers. These
help them to determine the overall medical condition of the sub-
ject. Now-a-days for a long period of time, hospital monitoring
is very costly. So there has a stable option, which is to keep the
non-emergency subjects in the patents home and make a process
to continue monitoring using variant medical sensor [24]. There

are a number of medical sensors, like; MICAz [1]], TelosB [3]],
Shimmer [[10], and IRIS [36]. These are more flexible in some
special terms of mobility as well as for movement [7]]. To ensure
the accuracy and reliability of the monitoring data its important
to raise an alarm in case of emergency, though for caregiver it is
may not possible to present all the time.

In the application of Wireless Sensor Network (WSN), Body
Sensor Network (BSN) [31] uses a large number of body sen-
sors for measuring the medical condition of a patient. Due to
sensor fault, the collected sensor data may be inaccurate. There
are also other factors which can create data inaccuracy such as
sensor displacement, transmission interference, malicious data
injection and so on. Due to transmission error it is also causing
unreliability of sensor data. All of which may generate a large
number of false alarms in healthcare application. Those false
alarms make a lot of confusion and decrease the efficiency of an
overall healthcare process. False alarms have a great negative
impact over the health care system. The perfect detection of data
inaccuracies at the sensor node is very much important because
the collection of faulty resulted data may inject the system as
well as can comprise the system, as a result generate many false
alarms.

The amount of accumulated data grows over time in case of con-
tinuous monitoring. So a fast processing and an alarm genera-
tion system required here. The absence of this type of system,
the timely detection of emergency medical conditions may not
be possible. So there requires a real-time, fast and reliable sys-
tem in order to improve the quality of medical care by detecting
unreliable faulty sensor data, and then identifying as well as iso-
lating potential false alarm, and finally generating a true alarm.
A number of false alarm detection systems have been proposed
and applied in date. Most of cases for battery operated wireless
sensors the resource requirement is not sufficient. In other cases,
the centralized approach [34]] is not an energy efficient way of
routing in WSN and can deplete the sensors energy very quickly.
So here, all data need to be transmitted to the sink for processing.
In this paper, a novel and efficient false alarm detection system
is introduced by using adaptive and intelligent approach. It is
essential to analyzing the anomalies to determine whether the
anomalous values are indeed faulty or not. They can represent
a true medical condition. The decision of generating true and
false alarm is made over this analysis. In this paper a novel false
alarm detection architecture is proposed and also explored the
challenges associated with its practical implementation.

The organization of the paper is as follows. Section II will intro-
duce with some related works with the approach and also give a
clear comparison with them. Section III gives an overview about
false alarm detection approaches. Section IV and V will give the
solution and approaches for the false alarm problems. Section
VI and VII will simulate the solution, when VIII will compare
the result of the system. Some future works and results will be
discussed in section IX and X.
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2. RELATED WORK

A number of researchers propose different kinds of approach in
order to detect anomalies in medical data. Various medical ap-
proaches for WSNs have been proposed over health monitoring.
In order to detect patient inactivity in his home as well as trigger
an alarm, especially for an immobile patient over a long time
[9] an accelerometer-based method was used. Under remote
monitoring there also other applications in order to detect an
elderly peoples falls. There are also versatile architectures based
on medical sensor networks. These are proposed as well as
deployed specially for monitoring patients and also for alarm
rising for medical emergencies. As an example, in figure 1, we
can see that various monitoring activities over a patient. For HR
monitoring MEDIiSN [19] and CodeBlue [23],[4] can be used,
for ECG, SpO2 and pulse, lifeguard [25] can use, again for
physiological (pulse and SpO2) and environmental parameters
(temperature and light), respiration, pulse oximeter, and blood
pressure, AlarmNet [38] and Medical MoteCare[26] can be
used. By observation over medical applications we can see that
WSNss are available for use [16].
The quality and reliability of WSNs data collection is very poor
because of its limited resources. There is a method called data
filtering, which can be used for reducing noise level as well as
retaining perfect data. It has the ability to remove outliers which
can not only change but also can reduce the shape of variation.
This is obviously better than only datasets cleaning.

So to detect unusual deviations a normal data model can build

Arterial
pressure

Fig 1. Body Sensor

by using an intrusion detection system based on anomalies.
In WSNs versatile approaches has been proposed as well as
applied in order to detect abnormal deviations among collected
data. There are also approaches for analyzing data accuracy
and the ration of false alarm [40], [44]]. For classification
machining learning algorithm [8] and for clustering data mining
[24]1 can apply widely. Like; neural networks, Naive Bayes,
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decision trees (C4.5) [12], support vector machines (SVMs)
[132] [41] [43]] [21], self-organizing maps [35], k-means [15],
k-nearest neighbor [14], expectation maximization, hierarchical
clustering, fuzzy Cmeans, and Gaussian mixture model [37] and
so on. In [8] we can see different techniques over classification
and clustering is being studied.

In[18], to evaluate the reliability of a WSN over industrial field
which belong a large number of sensors logistic regression
models including a static threshold was used. But this model
is not able to identify the cause of potential loss of reliability.
Again on the larger sensor networks a diagnosis method has
been proposed, which is based over enhanced C4.5. This is
able to answer the overall network accuracy by merging a big
spanning tree into local classifiers [[12]. Using SUN SPOT a
persons physical activity can monitor [42]]. A persons physical
condition, like; sitting, standing, walking or lying down can be
detected by using a Nave Bayes algorithm. But here no type
of consideration is included in the corrupted value occurs with
the faulty hardware. On the other hand, a system over logistic
regression which is based on HR variability can able to make a
difference between a persons mental state with stress as well as
relaxation states [13].

For data classification, a classifier named SVM is able to
gain a high popularity because of its optimum solution and
easy numerical comparisons. For anomaly detection in WSNs
versatile approaches of SVM has been proposed on [41],[43],
[27]. In SVM several nonlinear versions have been investigated
to detect a boundary (or hyperplane). In the training phase
this boundary can able to encompass the majority over data.
After establishing a decision boundary, every new data will be
considered as abnormal data on the outside of that boundary.
We know the machine learning algorithm refers a pre-classified
training data set. Sometimes this type of data sets may not
available in the real world. The meaning of skewed labeled data
is there are almost no anomalies in the training data sets. But
constructing this type of labeled training set is very expensive
as well as very laborious. Researcher tried to resolve this type
of problem by using data mining techniques, where abnormal
data are grouped in by clustering. In this technique, all of the
abnormal data can be distinguished from the normal data. If
we compare a normal data clusters size, then we can see that
abnormal data are rare here.

In WSNs, to detect outlier a survey of various techniques has
been proposed. Like, based on the characteristics of used data
set, as there is a comparative guideline of suitable technique
[44]. In WSNs, for predicting missing data linear regression
was used [39]. So in order to detect anomaly in WSNs various
approaches were used, like; linear least squares estimation, auto
regressive integrated moving average, hidden Markov model,
etc. [33]. Assuming neighbor nodes monitor the same attributes
to identify insider malicious sensor, a distance-based method
can be used [22]. Here every sensor monitor has one hop
neighbors.

We can see that the physiological parameters are largely corre-
lated in health monitoring. So in this framework the proposed
approach can increase the overall accuracy of the anomaly de-
tection system. Here the local as well as temporal dependencies
exploited over the parameters. It helps to find the different
between faulty measurement and temporal dependencies. A
purpose of the system is to give surety over reliable operations
of sensors and also made a perfect result over medical diagnosis.
In every case, there find a correlation between time and space
for sensor measurements. Here errors are not correlated with
other subjects.

In this paper, a simple, adaptable and intelligent approach is
proposed for false alarm detection in a wireless body sensor
network. The proposed approach is based on MD and Dynamic
Threshold Calculation (DTC). And the desired objective of
our approach is to reduce false alarm which occurs for the



faulty measurement as well as promoting the credibility and the
appropriateness of the monitoring system.

3. BACKGROUND

In our framework we used both of MD and the Dynamic Thresh-
old Calculation (DTC). Here in this section we try to review both
of these concepts shortly.

3.1 Mahalanobis Distance

MD is used both over measured and received multivariate in-
stance for detecting anomalous. To exploit promiscuous moni-
toring a single parameter by placing redundant sensors is imprac-
tical for medical applications. Healthy and unhealthy electronic
products can be classified by MD [20].

Mahalanobis Distance[40] or MD is a very common method
which is used mostly for the outlier detection over multivariate
data.

In the mathematical glance, if we proposed a multivariate data
X;

Where, X=(A1, Aa,, Ap).

Here,

Ak :(X1k7X2k7 ~~~~ 7X7’Lk) (1)

is a set of n observations of the kth attribute, and Xi represent
an instance vector X; = (2,1, T2, ..., Zip) [28].
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The distance between attributes can be measured by the MD.
Here the correlation between them is taken into the account.
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It is the mean vector (1 X p) and is the covariance matrix (p X p)
of these p attributes, calculated as:
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If the value of MDi is being large, that means there is a large
detachment between attributes.

3.2 Dynamic Threshold Calculation

Another approach is used over WSNs called Dynamic Threshold
Calculation (DTC)[38]. Here in physiological parameters, the
prognostic can start for the future next value by using the past
value. The calculation of error can be possible here with the
difference the desire sensed value and the predicted value. Here
dynamic threshold based error computation is used in order to
detect anomalies over medical healthcare on body sensor.
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Here the prognostic can start for the future next value by using
the past value, this happened to the physiological parameters.
As soon as the storage node or a sink node can able to receive
the desired sensor data, the prediction can be possible. We
know, in this system the storage nodes [9] are a special kind
of nodes where includes higher storage as well as processing
capability. In this case, the cost of storage and processes are
not able to affect the whole network due to energy expendi-
ture. Eventually the actual sensor data are received by the
storage node and also these data are being compared with the
predicted value. The calculation of error can be possible here
with the difference the desire sensed value and the predicted
value. With the calculation, we get that the total error in the
particular parameter is less than its threshold value, then the
actual values will be updated with the predicted values. To
this point, the system will be prepared for the next prediction.
For every parameter, it is possible to determine the threshold
value under consideration with its statistical analysis based on
the subjects past or historical data. On the other hand, for a
particular physiological parameter if the error is greater than
the threshold value, then that parameter will be correlated with
other physiological parameters. In this process an algorithm is
used which we described in the next section.

We can see that most of the medical conditions have a number
of parameters such as BP, Pulse, HR, Respiration, Spo2 and
so on. These all are varied with a correlated manner. So the
determination of the parameters abnormal values can be justified
here, which based on the other variant related physiological
parameter. On other case, if it is not possible, then an anoma-
lous identification will be granted for the collected parameter
as well as any kind of alarm can be declared here as a false alarm.

4. SOLUTION OR PROPOSED APPROACH

A general medical deployment scenario is considered here,
where N(N < p) wireless nodes (S1, ..., SN) with restricted
resources are placed on the patients body (as shown in Fig. 1).
These sensors[29] are used to collect vital signs and transmit the
collected data at regular time interval to asink device. Faulty
measurements must be detected and isolated in order to reduce
false alarms and prevent fault diagnosis.

Sensor data are sent to the server through the wireless sensor

Client Server
Vital Sign 1 (]
Vital Sign 1 ¥

§ Threshold N Alarm
Vital Sign 1 MD Comparator Generator
Vital Sign 1

Tha
Vital Sign 1 Threshold

Fig 2. Wireless Body Sensor Network

network for processing. Five different sensor data are used for
the processing. They are Blood Pressure, Heart Rate, Pulse, Res-
piration Rate, Oxygenation Rate for the simulation.

Weve considered a threshold value for the correlation measure-
ment with the input attribute from the sensor nodes. The thresh-
old value is calculated by the following equation:



Th,if AlarmisTY
Th+ k,ifAlarmisT N
Th,if AlarmisFY
Th —k,if AlarmisFN

Th = @)

Where, Kz%

Where, Th = Threshold Value, Min = Recent Minimum Peak
Value, Max = Recent Maximum Peak Value. FP = The peak
value where the alarm result is not true means, the alarm needed
to trigger but it was not triggered or vice-versa. TY stands for
the alarm which is triggered when its necessary. TN means the
alarm is triggered when it is not necessary. FY means the alarm
is not triggered and its true. FN mens the alarm is not triggered
when it is necessary.

The methodology for the proposed Dynamic Threshold Calcu-
lator [17]] flowchart is shown in Fig 3. When the new instance

l
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Fig 3. Flow Chart of Dynamic Threshold Calculation

is arriving, MD is calculated between the sliding window
and the training data and the current attribute values. The
dynamic threshold calculation, then take place for measuring
the threshold values. Then the correlation started between the
input attributes of the sensor and the threshold value. When
the input attributes are greater than the threshold value then
the alarm is generated. After the generation of the alarm it is
processed for whether it is a false positive or a false negative
alarm. This situation is handled by an algorithm of dynamic
threshold calculation which is shown in the Fig 3.

5. EXPERIMENTAL APPROACH

Real medical data in sensor nodes are used to build a Wire-
less Body Sensor Network to implement the calculation. In
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PhysioNet database (MIMIC Database) [3] real clinical health
data can be found. In total seven attributes are used. Those are
blood pressure (BPmean) mean values, systolic blood pressure,
diastolic blood pressure, HR, pulse, respiration rate (RESP),
and oxygenation ratio (SpO2). But the focus was mainly in
five attributes (p = 5). And those attributes are SpO2, BPmean,
pulse, HR, and RESP. As far as our knowledge those datasets
were faultless.

In Fig 4 to 8 the variations of BPmean, HR, pulse, RESP, and

(mmHg)

® o5 1 15 2 25 3 35 4
Time % 10
Fig 4. Blood Pressure
(bmp)
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05 1 15 2 25 3 35 4
Time x 10"

Fig 5. Heart Rate

SpO2 are presented in respectively. BP is measured with normal
values (€ [90140] and its unit is in millimeters of mercury
(mmHg). Beats per minute (bpm) unit is used for HR and pulse
presentation with the age of [60-100] normal healthy persons.
The SpO2 is measured in percentage and the Respiration per
minute (rpm) is used for RESP of oxygen in the blood with
respect to normal values € [95% — 100%).
As all the people are not same, so their physiological parameters
will be different and they depend on sex, age, weight, activity,
etc parameters. We used static interval for anomaly detection,
which heavily depends on many additional dynamic parameters
such as environmental, ages, activities: rest, moving, awake,
sleep, etc. These parameters are difficult to set in a dynamic
way.

In fig. 5, we can observe some change of BP falling to 30 and
55 bpm. Furthermore, in Figs. 4 and 5 some HR and pulse value
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decreases zero in different time intervals. We can also observe
some abnormal variation in RESP and the SpO2 in Fig 7 and 8.
In Fig 9 we show a variation curve to prove the correlation
between monitor attributes. In this figure it can be seen that at
the same time instant clinical emergency induces some change
in many parameters. Among monitored attributes, there is no
spatial correlation of faulty measurements, where one of the
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Fig 9. All Parameter

attributes independently change from others. For clearing the
shape of their variations some variation curves are shifted in fig
8 . There are four changes those can be seen clearly in the figure,
where some attributes value increases and some decreases.
After getting the physiological attributes of the sensor node via
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—MD

— Threshold|
80;
60/
40;
20;
0

Fig 10. squared Mahalanobis distance (MD) and threshold

the wireless sensor network it is necessary to calculate the MD
over them. Then the dynamic threshold calculation algorithm
took place and measure an idle threshold for the attributes.
Those tasks are presented in Fig 10.

6. SIMULATION

This paper uses MATLAB and Simulink with Truetime
toolbox[[11] for simulating the process. We use Zigbee[8]
protocol for simulating Wireless Sensor Network (WSN).

7. SIMULATION TOOLS
7.1 Node/sensor Data

The heading of subsections should be in Times New Roman
12-point bold with only the initial letters capitalized. (Note:
For subsections and subsubsections, a word like the or a is not
capitalized unless it is the first word of the header.)
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7.1.1 PhysioBank. PhysioBank is a kind of multi-parameter
database that provides biomedical research related digital
database. We used the biomedical sensor database from this
database website. PhysioBank database includes header file
(.hea), signal files (.dat) and annotation files (.atr or .al). As this
database use UNIX development environment, we cant use the
data directly. For using this database we have to convert the files
using WFDB toolbox.

7.1.2  WFDB Toolbox. For reading and analyzing PhysioBank
data, we used this toolbox. It has WFDB library, WFDB
applications and WAVE for reading and writing signal files.

7.2 Matlab/Simulink

MATLAB is a high-level programming language and interactive
environment that is used for algorithm development, data visu-
alization [30], data analysis and numerical calculation. In this
paper, we used MATLAB Simulink software with Truetime tool-
box for simulating Wireless Body Sensor Network[7].

7.3 Truetime Toolbox

Truetime [2] is a freeware MATLAB library for simulating net-
worked and embedded real time control system.

8. RESULT

In this section, the performance analysis results of the proposed
approach for anomaly detection in medical WSN are presented.
Afterward, some analysis are conducted to study the impact of
the decision threshold on true positive and false alarm ratio.

To evaluate the performance of the proposed approach, some
abnormal values were injected at different time instants in the
different attributes. Then the receiver operating characteristic
(ROC)[42] curve is used to analyze the impact of detection
threshold (h) on the detection accuracy and the false alarm ratio.
The ROC curve is used for accurate analysis when varying the
value of the decision threshold. In general, a good detection
algorithm must achieve a high detection ratio with the lowest
false alarm rate.
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The ROC curve presented in Fig 12 shows the relationship
between the detection rate and the false alarm rate.

Detectionrate — ——-1 ®)
eeczonrae—TP+FN

Where TP is the number of true positives and FP the number of
false positives. The false positive rate is defined as:

FP
F iti [ —
alsepositiverate FPLTN )]

As existing anomalies are not enough to realize this analysis, we
synthetically injected 100 anomalies at known time instants in
the used dataset. A good detection mechanism should achieve
a high detection ratio with the lowest false alarm rate. Fig. 11
shows that our proposed framework can achieve a DR of 98%
with an FPR of 2.3%

9. FUTURE WORK

In our framework, as all of the processes over data are working
through the server site. As we know that there are required a
high bandwidth for the transfer of data from sensor to server site
at every process. In future we hope to update our approach at
the transfer process of data, where all the activities have taken
place over the node as well as a sensor, there will be no need
to go through the server. As a result, it can require a very low
bandwidth.

In most anomaly detection processes, all kinds of actual sensor
data as well as prediction data have to go through from node or
sensor to the server site. This is obviously a time consuming
process. We are trying to include a microcontroller with a very
little processing power in our system. And adjust this micro-
controller with the node or sensor for every data transmission
process. Then this overall process can be able to decrease the
complexity of time swallowing.

The path of data transference from the sensor to the server
is very much critical. It has a possibility of missing any
valuable data between the connection of the server and sensor.
Just any single corrupted or missing data can able to make a
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revolutionary changed in the overall result, which is one kind
of impendance not only for the medial domain but also for a
patient. In future,our aim is to propose an update framework
over a structural transference system where, data accuracy,
efficiency as well as a smart alarm system must be required.
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